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Outline

� Introduction

� Probabilistic Context Free Grammars (PCFG)

� Questions for PCFGs

– Probability of a sentence

– Most likely parse for a sentence

– Choose a rule to maximize the prob. of a sentence

� Training a PCFG

– Inside-Outside algorithm
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Introduction

� The quest for finding structure in language

– Linguistics

– Noam Chomsky 1950’s - 1960’s CFGs

– Booth and Thomson 1969-1973 & others

� Uses of PCFGs

– Speech recognition

– Optical character recognition

– Word grammar checker

– Automatic translation

– DNA sequencing
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Quick Example of parse tree (CFG)

IP (or S)

/    \

NP      VP

|         |   \

N        V \

|         |       PP

She is /   \

/      \

P       NP

|       /  \

on Det N  

|     |

the computer

� S = Start point

� IP = Inflectional 
phrase (sentence)

� NP = Noun phrase

� N = Noun

� VP = Verb phrase

� PP = Prepositional 
phrase

� P = Preposition

� Det = Determiner

Start point

Non-
terminal

Terminal
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Probabilistic or stochastic 

context-free grammars (PCFGs)
� G = (T, N, S, R, P)

– T is set of terminals

– N is set of nonterminals

– S is the start symbol (one of the nonterminals)

– R is rules/productions of the form X → γ

– P(R) gives the probability of each rule.

∀ X ∈ N , P ( X → γ ) = 1
X → γ ∈ R

∑
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A Simple PCFG 

(in Chomsky Normal Form)

NP  → NP PP 0.4

NP   → astronomers  0.1

NP   → ears               0.18

NP   → saw                0.04

NP   → stars              0.18

NP   → telescope        0.1

S      → NP  VP       1.0     

VP    → V  NP         0.7

VP    → VP  PP        0.3

PP    → P  NP          1.0

P      → with 1.0

V      → saw 1.0
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Parse tree 1:

Verb phraseNoun
phrase
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Parse tree 2:

Prepositional
phrase

Verb phrase
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The 3 questions of PCFG’s

� What is the probability of a sentence w1m to a 
grammar G: P(w1m |G) ?

� What is the most likely parse for a sentence

arg maxt P (t|w1m, G) ?

� How can we choose rule probabilities for the 
grammar G that maximize the probability of a 
sentence arg max G P(w1m|G) ?
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Outside probability     αj(p,q) = P(w1(p-1), N
j
pq w(q+1) | G)

Inside probability        βj (p,q) = P(wpq| Nj
pq , G)
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The probability of a String

� Inside algorithm:
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The probability of a String
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Using outside probabilities
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Using outside probabilities
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Using outside probabilities
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Finding the most likely

parse for a sentence



Probabilistic Context Free Grammars 18

Training a PCFG with

the Inside-Outside algorithm 
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Training a PCFG with

the Inside-Outside algorithm
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Training a PCFG with

the Inside-Outside algorithm

Estimation

Reestimation
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Problems with 

the Inside-Outside algorithm

� Training PCFGs is way slow: For each 

sentence, each iteration of training is O(m3n3), 

being m the length of the sentence and n the 

number of non-terminals in the grammar.

� Algorithm is very sensitive to initialization 

parameters.
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Some features of PCFGs

� Better than grammars based on HMMs, as the 

diversity and size of a corpus of texts expands.

� PCFG’s don’t take lexical context into account.

� For that reason, it does not give a plausibility of 

different parses.

� Robustness: Real text has grammatical errors. Just 

give implausible sentences a low probability

� PCFG’s have certain biases: a smaller tree has more 

probability than a larger tree.
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